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The bibliography presented below was collected to explore the prior work related to 
information physics. This bibliography includes references from the fields of complexity 
theory, the theory of computation, computational complexity, the physics of computation, 
thermodynamics, information theory, reversible computation, and quantum computation 
among others. Regrettably, the coverage of these fields is largely incomplete, especially in 
the areas of complexity theory, information theory and quantum computation, all of which 
contain vast bodies of knowledge in themselves. However, the purpose of this 
bibliography was not to provide complete coverage of all possible sources of information 
but more to collect possible pointers into the fields that contain knowledge relevant to 
information physics. Particular effort was spent in collecting the references related to the 
physics of computation so any bias resides in that direction. 

As with all bibliographies of dynamic fields of study, this one represents a snapshot of the 
field as of October 2000. Many of the entries contained herein are incomplete, some more 
than others. The contents of this bibliography reside in a bibliographic database and will be 
updated as periodically as possible. The author invites comments, corrections and 
additions to this bibliography and may be contacted through the information presented on 
the cover page. 
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